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Discrete Dynamic Programming

a 1A action space: compact subset of finite dimensional space

y LJY state space: countable

7(y'ly, ) transition probability, continuous in a

S(y) ={y|Ca n(yly.a) >0}
S(y) is finite




CASE 1: Y, A are finite

CASE 2: Y is a tree; only immediate successors have positive
probability

period utility u(a, y) with discount factor 0< o<1




Definitions

finite histories 7 = (y;,¥s,...,1;) With t(h) =t y(h) = vy;; h=1; y,(h);
h'>h
a history is feasible if y, S(y,-))

H space of all feasible finite histories; this is countable

strategies o:H - A

> space of all strategies




strong Markov strategy o(h) = o(h') if y(h) = y(h')

a strong Markov strategy is equivalent to a map

gyY - A




n(hly,,0) =

(i y(h)y(h=1),a(h-1)rth-1y,,0) t(h)>1
I t(hy=landy,(h)=y,
0 t(hy=Tlandy,(h)#Yy,

V(y,0)=(1-3)Y. _ & Muath), y(hymhly, o)

u is bounded by o and continuous in a




Dynamic Programming Problem

(*) maximize V(y,,0) subjectto o UX

a value function is a map v:Y - [ also bounded by u

two infinite dimensional vectors: strategies and value functions
R, 4o




Lemma 1. a solution to (*) exists

Definition: the value function

V(Yy) = max, V (Y, 0)




Bellman equation

we defineamap T : {, — £ by w=T(w) if

W (Y) = maxgpa(l = U@, y) + 3 D 7Y |yi, )W)
y'1US(yn)

Lemma 2: the value function is a fixed point of the Bellman equation
T(v) =V




Lemma 3: the Bellman equation is a contraction mapping
IT(w) =T(wW)| < dw-w

Corollary: the Bellman equation has a unique solution

Conclusion 1: the unigue solution to the Bellman equation is the value
function




Lemma 4: there is a strong Markov optimum that may be found from
the Bellman equation

proof: define the strong Markov plan, show that it yields a present value
equal to the value function

v(yi(h) =
A=0)y.,, +FOmyhlyh).oyuarh), yh) +

1=0)y, O yblyi(h). ov(h)




